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Molecular phylogenies

๏ most molecular phylogenies
‣ are unrooted (or the rooting is 

due to prior information)

‣ have branch lengths 

representing genetic change

Molecular phylogenies

๏ the ideal molecular phylogeny 
‣ is rooted (implies a branching 

order) 
‣ has branch lengths in units of 

time (an evolutionary history) 
๏ how do we construct one of 

these trees?
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A constant evolutionary rate through time
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• Zuckerkandl and Pauling (1962): the rate of amino acid 
replacements in animal haemoglobins was roughly 
proportional to real time, as judged against the fossil record

• to obtain a timed 
phylogeny, the 
evolutionary model 
must assume a 
relationship between 
the accumulation of 
genetic diversity and 
time

A constant evolutionary rate through time

• the molecular clock is 
particularly striking 
when compared to 
the obvious 
differences in rates of 
morphological 
evolution... 0
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The molecular clock is not a metronome

• if mutation every MY 
with Poisson variance

‣ 95% of the lineages 
15MY old have 8-22 
substitutions

‣ 8 substitutions also 
could be < 5 MY old

‣ Molecular Systematics, p532.

And there is no global molecular clock
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And there is no global molecular clock

• different genes, 
different profiles 

• variation in mutation 
rate? 

• variation in selection   
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calibrating the molecular clock



From substitution units to time units
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Calibration using sampling times

divergence contemporary sample, 
no time structure

serial sample, with time 
structure

Tip calibration: two major applications

RNA viruses 
evolve quickly: 
10-3 - 10-5 
substitutions per 
site per year.

ancient DNA 
data sets of 
radiocarbon-dated 
specimens

๏ Substitutions accumulate 
between the times of sampling

๏ Serially sampled sequences or 
heterochronous sequences

Measurably e
volvin

g 

population



incorporating sampling time: naive method

sampling time 1 
t1

sampling time 2 
t2

observed number of substitutions 
or genetic divergence 

d

substitution rate, µ  
= d / |t1 - t2|

incorporating sampling time: naive method

ancestral 
diversity

troot t2 t1



incorporating sampling time: naive method

µ = (d1 - d2) / (t1 - t2)

d1

d2

troot t2 t1

linear regression

• can be rearranged: 
di = µ (ti - troot) 

E[di] = µ . ti - µ . troot 

gradient is:  µ 
y-intercept is: - µ . troot 

x-intercept is: troot

t2 t1

d1

d3

troot t3

d2

µ = di / (ti - troot)



Estimating the time-scale

• H1N1/09 ‘Swine Flu’ 
• Rate: 3.14E-3  

mutations/genomic site/year 

• tMRCA: 2009.041 
(15-Jan-2009) 

• Correlation: 0.83 
• R2: 0.69

A DNA virus (smallpox)

Rate estimate: 8.2 x 10-6 Subs/Site/Year

toward zero (fig. 4). Similarly, when the set rate was 10!6

subs/site/year or lower, our tools were unable to recover
a mean rate that was close to the true value, and the
95% HPDs ranged from the highest possible rate supported
by the data to a value approaching zero (fig. 4). We con-
sider these widely skewed posterior distributions of the rate
to signify a lack of significant temporal structure in the
data, an effect not seen in estimates based on our real data
where values close to zero were not observed.

To determine if the high substitution rates recovered for
the dsDNA viruses analyzed in the first part of this study
could be a result of deviations from the molecular clock
model coupled with low temporal signal in the data, we
added branch-rate heterogeneity (i.e., relaxed clock behav-
ior) to the synthetic data sets when the mean rate was set
to 10!6, 10!7, and 10!8 subs/site/year and reestimated the
rate of substitution. The posterior mean and 95% HPDs es-
timated from these synthetic data sets were similar to
those returned from the data simulated under a strict clock
(fig. 5). When the true rate of the VARV-like data was set at
10!6 subs/site/year, the resultant estimates were close to

the true values; however, substantial deviations from the
known values occurred when the rates were set to 10!7

or 10!8 subs/site/year, with correspondingly larger 95%
HPDs (fig. 5). The rates estimated from the HSV-1-like data
simulated with branch-rate heterogeneity also closely mir-
rored those from the data simulated under a strict clock.
The mean substitution rates estimated from all HSV-1-like
data were higher than the true values and again associated
with wide, long-tail posterior distributions that tended to-
ward zero (fig. 5). As before, we consider these distributions
to indicate a lack of temporal structure in the data at these
low evolutionary rates.

Discussion
Based on the distribution of rates from our synthetic data
sets, we are able to make a number of general conclusions
about the use of heterochronous data to estimate the sub-
stitution rates and divergence times of potentially slowly
evolving dsDNA viruses. In particular, given a data set con-
taining a large enough number of variable sites (such as the

FIG. 3. Genetic distance versus sampling year for the dsDNA viruses (clockwise from top left): HPV-16, HSV-1, BK virus (BK), VARV, HAdV-B,
HAdV-C, and VZ virus (VZ). The regression coefficient (R2) estimates the fit of the data to a strict molecular clock by testing the degree of
influence sampling time has over the amount of pairwise diversity in the data. This analysis supports the presence of temporal structure in the
data for VARV and HAdV-B, while suggesting the presence of temporal structure for HSV-1 and VZ. No evidence for temporal structure within
the sampled period was found for the HPV-16, BK, and HAdV-C data sets using this method.

Evolutionary Rates of dsDNA Viruses · doi:10.1093/molbev/msq088 MBE

2045

Variola, Poxviridae, 190kb genome 
Sampling 1946-1977



Salmonella Typhimurium

Diagnostic tool

- divergence accumulation

- outliers

uncertainty, multiple trees can be sampled from a phylogenetic
posterior distribution or bootstrap distribution, each of which is
then analysed separately in TempEst (see Gray et al. 2013 for an
example). However, this approach will be automated in future
versions of the software.
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vaccine lineage

recombinant

‣ Rambaut A. et al. (2016) Virus Evolution, 2(1), vew07.

TempEst



Time structure via tip calibration

timeContemporary sample 
no time structure

Serial sample 
with time structure

2000

1980

1990

‣ Rambaut A. (2000) Bioinformatics, 16, 395-399.

Relaxing the molecular clock



Clock versus non-clock

• unconstrained (unrooted) Felsenstein model: 
Felsenstein (1981) JME, 17: 368 - 376 
‣ each branch has its own rate independent of all others 
‣ time and rate are confounded and can only be estimated as a 

compound parameter (branch lengths) 
• strict molecular clock: 

Zuckerkandl & Pauling (1962) in Horizons in Biochemistry, pp. 189–225 

‣ all lineages evolve at the same rate 
‣ allows the estimation of the root of the tree and dates of 

individual nodes

Need for a relaxed molecular clock

• the unrooted model of phylogeny and the strict molecular 
clock model are two extremes of a continuum.  

• dominate phylogenetic inference 
• but both are biologically unrealistic: 

‣ the real evolutionary process lies between these two 
extremes 

‣ model misspecification can produce positively misleading 
results

‣ Pybus (2006) Genome Biol. 4, e151



‘strict’ molecular clock
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host specific local clock
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lognormal uncorrelated relaxed clock
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All b1, b2, b3, b4, b5, b6, and b7
need to be estimated

Only b1, b3, b4, and b6,
for example, need to be estimated,
because under the molecular clock:

b2 = b1
b5 = b1 + b3 − b6
b7 = b6
b8 = b4 − b5 − b6

A
Nonclocklike phylogenetic tree

n taxa = 5

B
Clocklike phylogenetic tree

n taxa = 5

Figure 10.5 Number of free parameters in clock and nonclock trees. Under the free rates model
(= nonclock), all the branches need to be estimated (2n − 3). Under the molecular clock,
only n − 1 branches have to be estimated. The difference in the number of parameters
among a nonclock and a clock model is n − 2.

Maximum-likelihood methods can estimate the branch lengths of a tree by enforc-
ing or not enforcing a molecular clock. In the absence of a molecular clock (the
free-rates model), 2n − 3 branch lengths must be inferred for a strictly bifurcating
unrooted phylogenetic tree with n taxa (Figure 10.5B). If the molecular clock is
enforced, the tree is rooted, and just n − 1 branch lengths need to be estimated (see
Figure 10.4 and Chapter 1). This should appear obvious considering that under a
molecular clock, for any two taxa sharing a common ancestor, only the length of the
branch from the ancestor to one of the taxa needs to be estimated, the other one be-
ing the same. Statistically speaking, the molecular clock is the null hypothesis (i.e.,
the rate of evolution is equal for all branches of the tree) and represents a special
case of the more general alternative hypothesis that assumes a specific rate for each
branch (i.e., free-rates model). Thus, given a tree relating n taxa, the LRT can be
used to evaluate whether the taxa have been evolving at the same rate (Felsenstein,
1988). In practice, a model of nucleotide (or amino-acid) substitution is chosen
and the branch lengths of the tree with and without enforcing the molecular clock
are estimated. To assess the significance of this test, the LRT can be compared with
a χ2 distribution with (2n − 3) − (n − 1) = n − 2 degrees of freedom, because
the only difference in parameter estimates is in the number of branch lengths that
needs to be estimated.

‣ specify H0 beforehand

‣ problem of identifiability

‣ Yoder and Yang (2000) Mol Biol & Evol 17: 1081-1090.
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• rates for each branch are drawn from a distribution centered 
on the rate of the ancestor

Autocorrelated relaxed clocks

€ 

ri ~ LogNormal(rA (i),σ
2Δti)

AA

h3

h1

h2

GA AC GC

r6r5

r4r3r2r1

r7

‣ e.g., Thorne JL, Kishino H, Painter IS (1998) Mol Biol & Evol 15: 1647-1657.

?

?

‣ A prior degree of 
autocorrelation?

‣ not currently possible 
to do phylogenetic 
inference

‣ but what is the rate  
at the root?

Uncorrelated relaxed clocks

• rates for each branch are drawn independently from an 
identical distribution: 
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‣ Drummond et al. (2006) Plos Biology 4: e88.



Bayesian evolutionary analysis sampling trees

• Given sequence data that is temporally 
spaced estimate true values of:  

‣ substitution parameters (µ and Q) 
‣ ancestral genealogy (g = E  , t   ) 

tree topology 

dates of divergence 
‣ population history (θ)

Q

P(g,µ,θ,Q|D)= 1 Pr{D|g,µ,Q}f (g|θ)f (µ)f (θ)f (Q)
Z
_

µ

A C G T
A
C
G
T

µg θ Q

• Bayesian inference time

Ne

g Y

t = { t , t , ... , t     }

R = { r , r , ... , r    }
1 2 2n-1

1 2 2n-1 f (R|g) = f (R) = Π λe
i = 1

-λri 

“relaxed phylogenetics and 
dating with confidence”

Uncorrelated relaxed clocks: example

‣ Phylogenetic inference

‣ measuring autocorrelation

‣ measuring clock-likeness
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Evaluating clock-like behaviour?

mean stdev
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Bayesian model testing

• Goal: finding the most appropriate model for your data 

• Over-fitting: too many parameters, the model is too complex 
• Under-fitting: too few parameters, the model is too simple 

• Don’t compare all possible model combinations (evolutionary model, 
clock models, coalescent tree prior, …) to one another! 

• Test/compare those models if that is part of the hypothesis your testing, 
or if your hypothesis test is sensitive to the model choice  



Model testing using Bayes factors

B01 =    
p(Y|M1) 
p(Y|M0) 

• Bayes factor

• When two models M0 and M1 are being compared, one defines 
the Bayes factor in favor of M1 over M0 as the ratio of their 
respective marginal likelihoods 

• When there are unknown parameters, the Bayes Factor B01 has 
in a sense the form of a likelihood ratio  

• A Bayesian alternative to classical hypothesis testing: the Bayes 
factor (a summary of the evidence provided by the data in favor of 
one scientific theory, represented by a statistical model, as opposed 
to another; Kass & Raftery, 1995).

Model testing using Bayes factors

• However, the densities are 
obtained by integrating 
over parameter space: 

p(Y|M) =  p(Y|θ,M) p(θ|M) dθ ∫
θ

p(θ|Y,M) = 

p(Y|θ,M) p(θ|M) 
p(Y|M) 

• So for model fit, the marginal likelihood p(Y|M) or integrated 
likelihood, i.e. the normalizing constant (cancels out in the 
calculation of the MH acceptance ratio), is of primary 
importance, but awfully hard to calculate.

• Posterior:



Reminder: MHG MCMC Sampling

Ψ

Ψ*

The algorithm starts from a random state (θ) and 
‘proposes’ a new state (θ*)

The new state is accepted with probability: 

R = min    1,  p (θ*|D)

p (θ|D)

p (θ| θ*)

p (θ*| θ)
x( )

= min    1, p (D|θ*) p (θ*)/p(D)

p (D|θ) p (θ)/p(D)

f (θ| θ*)

f (θ*| θ)
x( )

f (D|θ*)
f (D|θ)

f (θ| θ*)

f (θ*| θ)
xf (θ*)

f (θ)
x= min    1,

Likelihood ratio Prior ratio Proposal ratio

( )

the two marginal likelihoods cancel out 
and don’t have to be computed !

Calculating marginal likelihoods

• the posterior arithmetic mean estimator (pAME; Aitkin, 1991) 
• the arithmetic mean estimator (AME/ILP; but a misnomer) 
• the importance sampling estimators, and particularly the harmonic mean 

estimator (HME) (Newton and Raftery, 1994) 
• the stabilized harmonic mean estimator (sHME) (Redelings and Suchard, 2005) 
 
 

• path sampling (Gelman, 1998; Ogata, 1989), applied in phylogenetics (Lartillot 
and Philippe, 2006) 

• stepping-stone sampling (Xie et al., 2011) 
• generalised stepping-stone sampling (Fan et al., 2011; Baele et al., 2016) 

Methods of general applicability:

No additional analysis required

Additional analysis required



path sampling and stepping-stone sampling 

• requires samples from a series of power posteriors, along a 
path between prior and posterior:

qβ(θ) = p(Y | θ,M)βp(θ | M) reduces to the posterior when β = 1  
reduces to the prior when β = 0 

path sampling and stepping-stone sampling 



• reduces to the original SS method if the reference/working distribution is 
equal to the actual prior  

• in practice, samples from the posterior distribution (β = 1) are used to 
parameterize the joint reference/working distribution p0(θ|M) 

• we will use kernel density estimation (KDE) to construct reference/
working priors for each of the parameters being estimated 

requires samples from a series of power posteriors, along a 
path between reference/working prior and posterior:

qβ(θ) = [p(Y | θ,M)p(θ | M)]βp0(θ | M)1-β

Generalised stepping-stone sampling

• GSS does not need to explore the prior, which avoids computing the likelihood 
for highly unlikely parameter values, which may lead to numerical instabilities 

• combined with a “shorter” path to be traversed, this leads to a drastic 
performance increase (dependent on the actual reference/working prior) 

GSS: decreased run time



Bayesian model selection vs model averaging

Model selection refers to the problem of using the data to 
select one model from the list of candidate models  

Model averaging refers to the process of estimating some 
quantity under each model and then averaging the estimates 
according to how likely each model is.

• Test/compare those models if that is part of the hypothesis your testing, or 
if your hypothesis test is sensitive to the model choice 

Random local clocks
➡ local clocks 

- specify H0 a priori 

- problem of identifiability 

➡ uncorrelated relaxed clocks 
- Rate changes do not necessarily occur regularly or on every branch 

- Small number of significant changes
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➡ How to explore 22n-2 clock models? 
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uncertainty in the number 
and locations of a small 
number of local clocks?
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➡ Using Bayesian stochastic search variable selection:  
formulate a prior that such that many rate changes (indicators) are 
0 but allow the data to determine which ones are required to 
explain (most of the) rate variation using MCMC

Local Clock Comparison with
Douzery (2003)

3 Nuclear Genes from 42 Mammals (GTR + Γ)
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Consistent
results (5-12
local clocks).

RLC model provides an automated approach to discover local
clocks and their uncertainty.

PhyloGroup, September 2007 – p.9

➡ Three mtDNA nuclear genes from 
42 mammals (Douzery, 2003) 

➡ 5-12 local clocks

Drummond and 
Suchard, 2010.
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Random local clocks

➡ Testing whether a branch accommodates a rate change using 
Bayes factors 

๏ Data D is assumed to have been arisen under one of two models, or 
one of two hypotheses H1 and H2.

๏ Prior probabilities pr(H1) and pr(H2) = 1 - pr(H1). Posterior 
probabilities pr(H1 |D) and pr(H2 |D) = 1 - pr(H1 |D)

so that

posterior 
odds

prior 
odds

Bayes 
factor



Extensions for testing 
evolutionary rate hypotheses
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0.0

Independent parameter estimation

µ1 µ2 µ3 µn

0.0 0.0 0.0

...

Prior

Posterior

0.0

µ1 µ2 µ3 µn

µ,σ

0.0 0.0 0.0

...

Prior

Posterior

Hierarchical phylogenetic models

Edo-Matas et al., MBE, 2011



Edo-Matas et al., MBE, 2011

Hierarchical model with fixed effects

Edo-Matas et al., MBE, 2011

Hierarchical model with fixed effects

For nucleotide analyses, we apply this hierarchical
setup to the strict clock evolutionary rate (on the log
scale), the mean evolutionary rate parameter of the log-
normal relaxed clock (log), the constant population size
(log) of the demographic prior, the GTR substitution pa-
rameters (log), and the shape parameter (log) of the dis-
crete gamma distribution modeling rate variation among
sites. For codon model analyses, a hierarchical transition/
transversion rate parameter and a hierarchical dN/dS rate
ratio (Goldman and Yang 1994) replace the GTR model
parameters.

Hierarchical Estimation with Population-Specific Fixed
Effects
For hypothesis-testing purposes, we extend the HPM to in-
clude across-population fixed effects. Each patient belongs
to one of four fixed population groups that we can desig-
nate using two indicator factors: LTNPi 5 0(1) for short
(long)-term progressors and D32i 5 0(1) for deletion 32
absent (present) patients. Our HPM assumes

loghi 5 b0 þ dLTNPbLTNPLTNPi þ dD32bD32D32i þ ei;

where b0 is an unknown grand mean, dLTNP and dD32 are bi-
nary indicator variables, bLTNP and bD32 are conditional effec-
tive sizes, and ei are independent and normally distributed
random variables with mean 0 and an estimable variance.
The inclusion of the indicator variables follows from a Bayesian
stochastic search variable selection approach (Kuo and
Mallick 1998; Chipman et al. 2001) that simultaneously esti-
mates the posterior probabilities of all possible linear models
that may or may not include LTNP or D32 status effects.
When an indicator equals 1, this effect is included in the
model, demonstrating that the evolutionary process param-
eter differs with high probability between patient population
groups. Lemey et al. (2009) discuss Bayesian stochastic search
variable selection in further detail.

We complete this HPM model with variable selection
through assigning independent Bernoulli prior probabil-
ity distributions on dLTNP and dD32. These distributions
place equal probability on each factor’s inclusion and ex-
clusion. We further assume diffuse priors on the un-

known grand mean and error variance and specify that
a priori bLTNP and bD32 are normally distributed with
mean 0 and a variance of 1/2. We choose 1/2, as, before
seeing the data, we believe that if a factor does result in
different evolutionary parameters across population
groups, process parameters should differ by at most an
order of magnitude on their original scale. The introduc-
tion of HPMs into BEAST necessitates the development of
MCMC transition kernels to efficiently explore that space
of the grand mean and effect size, model indicator, and
random-effects variance parameters. Given our judicious
prior choices, the full conditional distributions of these
parameters are in standard form: multivariate normal, bi-
nomial, and inverse gamma, respectively. This enables us
to build highly effective Gibbs samplers (Casella and
George 1992; Suchard et al. 2003) over the joint space
of these parameters. Suchard et al. (2003) provide de-
tailed derivations of the full condition distributions
and their Gibbs samplers (Suchard et al. 2003). We imple-
ment these Gibbs samplers as regular BEAST ‘‘operators’’
that are now accessible to interested readers through
BEAST’s XML model specification language. Supplemen-
tary Material online to this paper reports the transition
kernels’ XML syntax and gives examples on their use to
implement HPMs.

To assign statistical significance to differences between
population groups, we employ Bayes factors (BFs) (Jeffreys
1998; Suchard et al. 2001) that report how much the data
change our prior opinion (here, 1:1 odds) about the inclu-
sion of each factor. These BFs are straightforward to esti-
mate through the variable selection procedure, as the BF
equals the posterior odds that a factor indicator equals
1 divided by the corresponding prior odds. The posterior
odds follow immediately from the marginal posterior prob-
ability that a factor indicator equals 1 that we estimate
through the posterior expectation of the factor indica-
tor. In cases where an estimate of this expectation ap-
proaches very closely to 0 or 1, an estimator based on a
Rao-Blackwellization procedure is available (Casella and
Robert 1996).
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FIG. 2. Evolutionary rate estimates using an HPM applied separately to four patient groups (progressors, LTNP, WT, and D32). Evolutionary rate
estimated under strict clock model (A). Mean evolutionary rate estimated under relaxed-clock model (B). LTNP (Long-term non-progressors); WT
(CCR5 wt/wt); D32 (CCR5 wt/D32).
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For nucleotide analyses, we apply this hierarchical
setup to the strict clock evolutionary rate (on the log
scale), the mean evolutionary rate parameter of the log-
normal relaxed clock (log), the constant population size
(log) of the demographic prior, the GTR substitution pa-
rameters (log), and the shape parameter (log) of the dis-
crete gamma distribution modeling rate variation among
sites. For codon model analyses, a hierarchical transition/
transversion rate parameter and a hierarchical dN/dS rate
ratio (Goldman and Yang 1994) replace the GTR model
parameters.

Hierarchical Estimation with Population-Specific Fixed
Effects
For hypothesis-testing purposes, we extend the HPM to in-
clude across-population fixed effects. Each patient belongs
to one of four fixed population groups that we can desig-
nate using two indicator factors: LTNPi 5 0(1) for short
(long)-term progressors and D32i 5 0(1) for deletion 32
absent (present) patients. Our HPM assumes

loghi 5 b0 þ dLTNPbLTNPLTNPi þ dD32bD32D32i þ ei;

where b0 is an unknown grand mean, dLTNP and dD32 are bi-
nary indicator variables, bLTNP and bD32 are conditional effec-
tive sizes, and ei are independent and normally distributed
random variables with mean 0 and an estimable variance.
The inclusion of the indicator variables follows from a Bayesian
stochastic search variable selection approach (Kuo and
Mallick 1998; Chipman et al. 2001) that simultaneously esti-
mates the posterior probabilities of all possible linear models
that may or may not include LTNP or D32 status effects.
When an indicator equals 1, this effect is included in the
model, demonstrating that the evolutionary process param-
eter differs with high probability between patient population
groups. Lemey et al. (2009) discuss Bayesian stochastic search
variable selection in further detail.

We complete this HPM model with variable selection
through assigning independent Bernoulli prior probabil-
ity distributions on dLTNP and dD32. These distributions
place equal probability on each factor’s inclusion and ex-
clusion. We further assume diffuse priors on the un-

known grand mean and error variance and specify that
a priori bLTNP and bD32 are normally distributed with
mean 0 and a variance of 1/2. We choose 1/2, as, before
seeing the data, we believe that if a factor does result in
different evolutionary parameters across population
groups, process parameters should differ by at most an
order of magnitude on their original scale. The introduc-
tion of HPMs into BEAST necessitates the development of
MCMC transition kernels to efficiently explore that space
of the grand mean and effect size, model indicator, and
random-effects variance parameters. Given our judicious
prior choices, the full conditional distributions of these
parameters are in standard form: multivariate normal, bi-
nomial, and inverse gamma, respectively. This enables us
to build highly effective Gibbs samplers (Casella and
George 1992; Suchard et al. 2003) over the joint space
of these parameters. Suchard et al. (2003) provide de-
tailed derivations of the full condition distributions
and their Gibbs samplers (Suchard et al. 2003). We imple-
ment these Gibbs samplers as regular BEAST ‘‘operators’’
that are now accessible to interested readers through
BEAST’s XML model specification language. Supplemen-
tary Material online to this paper reports the transition
kernels’ XML syntax and gives examples on their use to
implement HPMs.

To assign statistical significance to differences between
population groups, we employ Bayes factors (BFs) (Jeffreys
1998; Suchard et al. 2001) that report how much the data
change our prior opinion (here, 1:1 odds) about the inclu-
sion of each factor. These BFs are straightforward to esti-
mate through the variable selection procedure, as the BF
equals the posterior odds that a factor indicator equals
1 divided by the corresponding prior odds. The posterior
odds follow immediately from the marginal posterior prob-
ability that a factor indicator equals 1 that we estimate
through the posterior expectation of the factor indica-
tor. In cases where an estimate of this expectation ap-
proaches very closely to 0 or 1, an estimator based on a
Rao-Blackwellization procedure is available (Casella and
Robert 1996).
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FIG. 2. Evolutionary rate estimates using an HPM applied separately to four patient groups (progressors, LTNP, WT, and D32). Evolutionary rate
estimated under strict clock model (A). Mean evolutionary rate estimated under relaxed-clock model (B). LTNP (Long-term non-progressors); WT
(CCR5 wt/wt); D32 (CCR5 wt/D32).
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indicate a better fit of the relaxed-clock model, with ln BFs
of 7.8, 6.1, 4.4, and 4.2 in favor of the relaxed clock for pro-
gressors, LTNP, WT, and D32, respectively. The fact that
a strict clock could often not be rejected for individual pa-
tient analysis also indicates the HPM draws on increased
statistical power of HPMs to reject simpler models. Because
of the increased model fit, we employ relaxed clocks in fur-
ther codon model analyses and hypothesis tests incorpo-
rating fixed effects.

Analyses using a codon model revealed comparable co-
don substitution rate differences between progressors/
LTNP and between WT and D32 compared with the nu-
cleotide analyses (fig. 2B vs. supplementary fig. 1A, Supple-
mentary Material online). Hierarchical dN/dS estimates,
however, were comparable for the four patient groups
(supplementary fig. 1B, Supplementary Material online).

Hypothesis Testing Using HPMs Incorporating
Across-Population Fixed Effects
The four different groups considered previously are not
comprised of independent patient sets; some patients fall
in more than one group. Hence, direct comparison of the
marginal parameter estimates fit to each group indepen-
dently does not generate independent estimates. For more
appropriate hypothesis testing of difference, the HPM for
the evolutionary rate was extended to accommodate fixed
effects (see Materials and Methods), enabling estimation of
hierarchical parameters across all patients. Successfully, hi-
erarchical estimation with fixed effects across all patients
resulted in even further shrinkage of individual patient es-
timates compared with hierarchal models applied to sepa-
rate groups (fig. 3B). BF comparison of the fixed-effects HPM
model with a model that assumes either completely linked
or unlinked parameters (ln BF of 51.7 and 57.2, respectively)
provides strong evidence that the shrinkage is accompanied
by improved goodness of fit. The main results of the fixed-
effect HPM analyses are listed in table 1. For the nucleotide
analysis, the LTNP versus progressor and WT versus D32 ef-
fects were employed to model the evolutionary rates.
Through examining the posterior distribution of the rate in-
dicators (deffect), we estimate the posterior probability for
including the LTNP versus progressor effect at 0.72 resulting
in a moderate BF support of 2.6 in agreement with the
group-by-group hierarchical rate estimates obtained above.
Importantly, the rate decrease attributable to this fixed ef-

fect returns a CI that does not include 0. This approach ap-
propriately controls for the nonindependence missed in the
group-by-group analyses and rejects the null hypothesis of
no difference between LTNP and progressor patients.

There was no support in favor of a D32 effect. Even after
conditioning on the effect indicator equaling 1 to estimate
the potential effect size, the posterior D32 effect-size
parameter distribution remained centered close to 0 with
symmetric CIs. In the codon analysis, the same effects were
tested on both the substitution rate and dN/dS. A very sim-
ilar LTNP effect was observed for the codon substitution
rate, although the CIs now included 0. Interestingly, the
conditional effect size of LTNP versus progressor on codon
substitution rate remains very similar to the effect size on
nucleotide substitution rate. Furthermore, there was more
support against than in favor of a D32 effect. Finally, no
support for an LTNP effect or D32 effect was observed
on the hierarchical dN/dS estimates.

Discussion
In this study, we adopted an HPM approach to estimate
within-host HIV evolutionary parameters and test evolu-
tionary hypotheses regarding host susceptibility and dis-
ease progression. We sought to investigate whether the
CCR5 wt/D32 genotype, which is associated with a lower
viral load set point and a slower HIV-1 disease progression
(de Roda Husman et al. 1997; Ioannidis et al. 2001), also
impacts the evolutionary rate of the virus by limiting target
cell or CCR5 availability. Furthermore, we wanted to eval-
uate the contribution of CCR5 availability and CCR5 use on
the selection pressure directed against the viral envelope
protein by estimating dN/dS.

HPMs have been used for HIV evolutionary enquiry be-
fore, but this is the first study that develops HPMs to es-
timate evolutionary rate, dN/dS, and demographic
parameters. In an HPM framework, we assume that the pa-
tient-specific HIV-1 evolutionary parameters can be drawn
from a population distribution. Estimations of the evolu-
tionary process based on a limited sample from each
patient are riddled with noise, and the improvement
of an HPM follows from the reduced uncertainty on in-
dividual patient estimates. BF comparison further confirms
a considerable improvement in goodness of fit of the HPM
with respect to a completely linked and unlinked model.
This can be explained by the fact that the completely linked

Table 1. Estimates of the LTNP and D32 Effects on Nucleotide Substitution Rates, Codon Substitution Rates, and dN/dS.

Evolutionary Parameter Effect Support/Size LTNP Effect D32 Effect

Nucleotide substitution rate Posterior probability deffect 5 1 0.72 0.27
BFeffect 2.6 0.4
beffectjdeffect 5 1a 20.275 (20.524, 20.016) 20.007 (20.940,0.920)

Codon substitution rate Posterior probability deffect 5 1 0.726 0.324
BFeffect 2.6 0.5
beffectjdeffect 5 1a 20.265 (20.523,0.019) 20.012 (20.700,0.692)

dN/dS Posterior probability deffect 5 1 0.502 0.393
BFeffect 1.0 0.6
beffectjdeffect 5 1a 0.083 (20.101,0.25) 20.005 (20.228,0.242)

a These are effective sizes conditional on the effect being included (the binary effect indicator deffect being 1). For the rates, these effective sizes are in log space. LTNP (Long-
term non-progressor); D32 (CCR5 wt/D32).

Edo-Matas et al. · doi:10.1093/molbev/msq326 MBE
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Local clocks with random effects

Vrancken et al., PloS Comp Bio, 2014, 10(4): e1003505
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Rates of HIV evolution within and between hosts

Vrancken et al., PLoS Comp Bio, 2014
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What drives the tempo of pathogen evolution?

Pathogen factors

Host factors

Historical factors

Mutation rate
Life cycle/replication 
dynamics

Life history
Seasonality
Metabolic rate etc.

Pathogen phylogeny



50 years

Courtesy of D. Streicker

Bat rabies virus evolutionary rates

Streicker et al., 2012. PLoS Pathogens



Fixed-effect hierarchical phylogenetic models
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Fixed-effect hierarchical phylogenetic models
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Bat rabies virus evolutionary rates


