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Learning Objectives

• Describe the key evolutionary forces
• How demography can influence the site frequency 

spectrum
• Be able to interpret a site frequency spectrum
• Understand how the SFS is affected by evolutionary 

forces
• How we can use the SFS to understand evolutionary 

history of a population.



Review: What are the assumptions of 
Hardy-Weinberg?

1)There must be no mutation
2)There must be no migration
3)Individuals must mate at random with 

respect to genotype
4)There must be no selection
5)The population must be infinitely large

How do these affect allele 
frequencies?



Drift, mutation, migration, and 
selection
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Genetic drift: Serial founder effect



We now have an excellent “road map” of how humans 
evolved in Africa and migrated to populate the rest of the 
earth.  

Out of Africa Model!
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Heterozygosity is correlated with 
distance from East Africa

Ramachandran et al. 2005 PNAS



our high-throughput sequencing analysis was very reliable.
In the mutator lines, all of the selected candidates (80 SNVs)

were confirmed to be bona fide de novo SNVs, present in the
sequenced mouse but not in its ancestors. In the control lines,
40% (8/20) of the homozygous and 93.3% (56/60) of the heterozy-
gous de novo candidates were confirmed to be bona fide de novo
SNVs, present in the sequenced mouse but not in the origi-
nal male–female pair for conA and conB. The remaining 60%
(12/20) of homozygous and 6.7% (4/60) of heterozygous candi-
dates were also present in the ancestral male–female pair (genera-
tion 0) and confirmed to be the initial variants derived from
the original pair. The values corrected for this frequency of true
de novo variants were used as the number of de novo mutations
in control lines for estimating the mutation rate (Table 1). The
theory that successive inbreeding would remove the initial
variants from the heterozygous state (the 20-generation inbreed-
ing coefficient is 0.986) was borne out; there were more hom-
ozygous than heterozygous candidates at the end of the breeding
period.

To detect de novo SNVs without missing true mutations, we
assessed the false-negative rate by a synthetic point mutation ap-
proach, in which mutations were simulated by altering the se-
quence read data (Keightley et al. 2014). This analysis indicated
that the rate of false negatives was very low in our pipeline: Of a
total of 4504 homozygous syntheticmutations, nonewasmissing,
and of 4504 heterozygousmutations generated by binomial distri-
bution in the EWC region, only two were missing (0.04%; for
details, see Supplemental Information). In addition, considering
that the frequency distribution of the called de novo mutations
(Supplemental Fig. S2) was clearly different between homozygotes
and heterozygotes and that the frequency of the heterozygous var-
iants was symmetrical with respect to 50%, similar to the theoret-
ically expected binomial distribution, the miscalling and false-
negative rates in our pipeline appeared to be very low.

Our detection of de novo variants with few sequencing errors
and few missing variants was highly accurate compared with pre-
vious reports (Keane et al. 2011; Simon et al. 2013) in which the
whole genome of C57BL/6N mice was sequenced. Our higher ac-
curacy might have been due to our better analysis conditions—
100-bp (or 150-bp) paired-end sequencing with greater coverage;
an updated reference sequence (mm10 database); the choice of

more sequence-amenable regions (EWC regions) for analysis,
which were strictly selected; and more efficient filtering out of
sequencing errors using the Adam/Eve samples—compared with
those used in previous reports (for details, see Supplemental
Information).

Similarly, de novo indels were also examined in the EWC re-
gion. There were fewer indel than SNV candidates. As with SNVs,
fewer candidate variants were called in the control lines (10 and
12 homozygous and five and three heterozygous variants in lines
conA and conB, respectively, of which the homozygous variants
is expected to include some initial variants from the original
mice) than in the mutator lines (28 and 21 homozygous and 28
and 37 heterozygous variants in lines mutC andmutD, respective-
ly). Randomly selected variant validation by Sanger sequencing
identified three initial variants in a total of 14 tested variants in
conA and conB, as well as only one sequencing error in a total of
26 checked variants (Supplemental Table S3).

Estimation of germline mutation rates
We estimated the per-generation mutation rate from the number
of accumulated homozygous or heterozygous de novo mutations,
using the expected coalescent time for two alleles in a sequenced
individual (Supplemental Fig. S3). In the control mice, there was
close agreement among the four SNV mutation rate estimates
based on the number of heterozygous and homozygous variants
in the conA and conB lines, although some variability was ob-
served in the de novo homozygous-derived mutation rate (Table
1). This variability may have been due to the small number of var-
iants checked in the base population. By use of the mean of the
two heterozygous-derived mutation rates, we estimated the base-
substitution mutation rate to be 5.4 × 10−9 (95% confidence inter-
val [CI] = 4.6 × 10−9–6.5 × 10−9) per nucleotide per generation. For
the de novo indel mutations, the estimated per-generation indel
rate in wild-type mice was 3.1 × 10−10 (95% CI = 1.2 × 10−10–
6.4 × 10−10), which was 5.7% of the SNV rate; note that there
were differences in the EWC regions used for SNV and indel, and
the estimation of the indel rate was based on fewer de novo vari-
ants than that of the SNV rate (Table 1).

Our estimated SNVmutation rate in control mice was 15% of
the previous estimate for laboratory mice, 3.7 × 10−8, which was

Table 1. Estimated per generation mutation rates in mice

Homozygous Heterozygous
Final generation Overall

No. Rate (×10−9) (95% CI) No. Rate (×10−9) (95% CI) Rate (×10−9) Rate (95% CI)

SNV
conA 63.3a 3.4 (2.6–4.4)a 101.5 5.7 (4.4–7.3) 6.9 5.4 × 10−9 (4.6–6.5, ×10−9)
conB 117.5a 5.1 (4.3–6.2)a 92.7 5.2 (4.0–6.7) 6.8
mutC 1304 84.3 (76.1–94.5) 1944 110.6 (94.0–132.5) 150 9.4 × 10−8 (9.0–9.8, ×10−8)
mutD 1472 86.9 (79.1–96.6) 1633 92.3 (78.6–110.5) 90

Indel
conA 6.7a 0.57 (0.22–1.20)a 4 0.35 (0.10–0.91) — 3.1 × 10−10 (1.2–6.4, ×10−10)
conB 4a 0.28 (0.08–0.71)a 3 0.26 (0.05–0.77) —
mutC 28 2.9 (1.9–4.1) 28 2.5 (1.7–3.6) — 2.7 × 10−9 (2.2–3.2, ×10−9)
mutD 21 2.0 (1.2–3.0) 37 3.3 (2.3–4.5) —

Mutation rates per nucleotide per generation were estimated using the number of homozygous or heterozygous de novo mutations in conA, conB,
mutC, and mutD. The estimates for SNVs were validated by counting newly arisen mutations in the final generation. The number of de novo mutations
in conA and conB was partly adjusted for the frequency of true de novo variants; 95% confidence intervals (CI) were calculated by computer simulation
or Poisson distribution error analysis of the number of mutations (details in Supplemental Methods).
aNote that homozygous variant numbers in control lines were uncertain due to the low ability to discriminate between de novo and initial variants;
these values were not used in the estimates for the overall rate.

Germline mutation rates in mice
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Mutation is a 
major source of 

phenotypic 
variation

indels, were excluded from our analysis of the EWC region for
indels than for SNVs.

Assuming that mutations are inherited in a neutral fashion,
the number of accumulated de novo SNVs in a genome is predicted
to increase with the number of generations, as shown in Supple-
mental Fig. S4. In our study, mutator mice bred for 20 generations
gave rise to 6335 SNVs (the sum of the numbers of heterozygous
and homozygous variants). This is much higher than the estimat-
ed number of mutations induced by ENU treatment (2105 SNVs)
(Gondo et al. 2009) or the number of de novo SNVs predicted
to distinguish the original C57 mouse stock (Russell 1978) from
the C57BL/6J strain currently distributed by Jackson Laboratory
(3292 SNVs, calculated using our estimated mutation rate and
the known generation number, F226). Considering that our com-
parison of the variant data between the mutC/mutD lines and the
mutE line indicated that the frequency of recurrent mutations in
the mutator mice was low (details in Supplemental Information),
the long-term breeding of mutator mice is a promising method
for enhancing mutagenesis across the entire genome.

Long-term phenotypic effects of mutation rates
The difference in mutation rates between the wild-type andmuta-
tor mice had several long-term effects on phenotypes. First, there
were 4.1 times more visible abnormalities in the mutator lines
(11.0%, n = 6229) than in the control lines (2.7%, n = 1649;
Fisher’s exact test; P = 9.2 × 10−32). Phenotypic variations includ-
ed mutants with human-audible vocalizations (Supplemental
Movie S1), shortened limbs and tail, or diluted coat color (Fig. 1;
Supplemental Fig. S5; Supplemental Table S7). The frequency of
anomalies in the mutator line (particularly hydrocephaly and mi-
nor color-variation phenotypes) increased at a rate of 0.68% per
generation (95% CI = 0.55%–0.81%; P < 1.1 × 10−16) (Fig. 2), sug-
gesting some relationship between increased anomalies and the ac-
cumulation of mutations (Supplemental Fig. S4). The frequency of
abnormalphenotypes variedbetween independentmutator breed-
ing lines, suggesting that breeding line–specific mutations were
present (Supplemental Table S8). While these abnormal pheno-
types did not always exhibit clear Mendelian-like inheritance, we
observed several inheritance patterns. For example, we identified

a causative recessive base-substitutionmutation in the human-au-
dible vocalizermutantmouse (data not shown).Mutations causing
coat-color dilution and syndactylism both exhibited recessive trait
inheritance. Although mutations causing priapism and a short-
ened tail and limbs appeared only in closely related populations,
these traits didnot follow simpleMendelian-like inheritance; these
may be multifactorial or low-penetrance mutations. Since mice
with abnormal phenotypes often reproduced at a low rate, some
de novomutationsmay have been removed by purifying selection
during the breeding process.

After several generations of breeding, mutation rates can be
reflected in bodyweight, which is a polygenic trait. Although there
was no specific artificial selection for body weight in the breeding,
we found several statistically significant differences in the average
weight (8-wk-old mice) between the breeding lines (Fig. 3A,
Supplemental Fig. S6A). Themean bodyweight of all themeasured
mutatormice tended to decrease as the number of generations rose
(P = 1.1 × 10−14 in males, and P = 4.1 × 10−18 in females) (Fig. 3B;
Supplemental Fig. S6B), with an estimated loss of 0.115 g in males
(95% CI = 0.086–0.144) and 0.090 g in females (95% CI = 0.070–
0.110) per generation. In contrast, the weight was fairly stable
from generation to generation in the control mice (P = 0.14, per
generation weight loss = 0.032 g [95% CI =−0.010–0.075] in
males, and P = 0.092, per generation weight loss = 0.028 g [95%
CI =−0.004–0.061] in females; note that the investigated genera-
tion number was smaller than that of the mutator lines). Related
to this weight-decreasing tendency, many developmental delays
were observed among the mutator mice, particularly in lines
with high numbers of generations (Fig. 3C).

The most striking phenotypic difference between mutator
and control mice was in their reproductive capacity. Although
the ability of control mice to reproduce remained almost constant
through the generations (P = 0.84, with a linear fit), the ability
of mutator mice decreased markedly with generation number
(P = 4.3 × 10−4, with a linear fit), with the average number of off-
spring per mating decreasing by 0.042 (95% CI = 0.014–0.071)
per generation (Fig. 4A). Notably, this tendency was nonlinear: It
was most evident in the first few breeding generations, indicating
the importance of the effects of recessivemutations.We tested one
of the simplest models, the recessive lethal mutation model pro-
posed by Dr. Lyon (Lyon 1959), which considers only the effect
of completely lethal de novo recessive mutations. This model
fit our data better (Akaike information criterion [AIC] = 3790.3)
(Akaike 1974) than a simple linear model (AIC = 3803.3) and sug-
gested that 1.98 lethal mutations occurred per generation per dip-
loid genome (95% CI = 1.14–2.81; P = 5.1 × 10−7) in the mutator
lines. Although there are many possible causes besides the effect
of lethal mutations, the results suggested that the reduced repro-
ductivity was caused by deleterious de novo mutations that were
mostly recessive. These results also indicated that after the first
several generations ofmutatormouse breeding, an equilibrium be-
tween the occurrence of deleterious de novo mutations and a pu-
rifying selection against such mutations was established.

Reproductive abilitywas decreased in themutator lines due to
lower birth rates per mating, smaller litter sizes at post-natal day 0
(P0), and a higher rate of post-natal death (Supplemental Table S9).
Consistent with these findings, we observed many cases of oligo-
zoospermia and pre- and post-natal death (including pups neglect-
ed by their mother) in the mutator breeding lines (data not
shown). These findings suggested that the effects of deleterious
mutations that accumulated in the mutator MA lines included
not only the pre- and post-natal lethality of individuals but also

Figure 2. Frequency of visible phenotypic anomalies in breeding lines.
Frequency of visible anomalies in each successive generation. Circles indi-
cate observed frequencies with 90% CI, determined by Fisher’s exact test.
Since fewer than 20 mice were screened in the early-generation (fewer
than seven generations) populations of control mice, mean phenotypic
frequencies are shown for generations 0–3 and 4–6. Solid lines show the
fit with a binomial linear model.

Germline mutation rates in mice
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Mutation: How often do mutations arise in 
Humans?

In format provided by Scally & Durbin OCTOBER 2012
Scally and Durbin 1 

Revising the human mutation rate: implications for 
understanding human evolution 

Supplementary information 
Aylwyn Scally and Richard Durbin 
Wellcome Trust Sanger Institute, Hinxton, UK 

Supplementary Table: Measurements of the de novo mutation rate in modern humans 
The table below shows published per-generation mean mutation rate estimates with 95% 
confidence intervals (where reported) in studies of de novo mutations in modern humans, with 
corresponding yearly mutation rates assuming 30 year and 25 year mean generation times. 
The loci considered in each case depended on study methodology: either mutations at selected 
dominant or X-linked disease genes (disease), whole genome sequencing (WG), or exome 
sequencing (exome). Some variation in estimated rate is expected to be associated with this 
factor, in particular an expectation of higher mutation rate around coding regions, which are 
GC rich (Box 2; Sanders et al. 2012). 

The exome sequencing studies of Sanders et al. (2012) and O’Roak et al. (2012) reported 
mutation rates for individuals affected by autism spectrum disorder (ASD) as well as for 
unaffected siblings; the latter are quoted here. De novo rates for ASD-affected individuals 
were found to be higher in these studies than in their siblings, in particular at non-
synonymous sites. 

Two estimates were made by the 1000 Genomes Project, one from sequencing of a trio with 
European ancestry (CEU) and one from a trio with Yoruba (African) ancestry (YRI). 

study 
loci 

considered 
per-generation 

mean mutation rate 
(10-8 bp-1generation-1) 

yearly mean mutation rate 
(10-9 bp-1y-1) 

   tgen = 30 y tgen = 25 y 
Kondrashov (2003) disease 1.85 (0.00–3.65) 0.62 (0.00–1.22) 0.74 (0.00–1.46) 
Lynch (2010) disease 1.28 (0.68–1.88) 0.42 (0.23–0.63) 0.51 (0.27–0.75) 
Roach et al. (2010) WG 1.10 (0.68–1.70) 0.37 (0.23–0.57) 0.44 (0.27–0.68) 
Awadalla et al. (2010) WG 1.36 (0.34–2.72) 0.45 (0.11–0.91) 0.54 (0.14–1.09) 
1000 Genomes Project 

(2010), CEU 
WG 1.17 (0.94–1.73) 0.39 (0.31–0.57) 0.47 (0.38–0.69) 

1000 Genomes Project 
(2010), YRI 

WG 0.97 (0.72–1.44) 0.32 (0.24–0.48) 0.39 (0.29–0.58) 

Sanders et al. (2012) exome 1.28 (1.05–1.50) 0.43 (0.35–0.50) 0.51 (0.42–0.60) 
O’Roak et al. (2012) exome 1.57 (1.05–2.26) 0.52 (0.35–0.75) 0.63 (0.42–0.90) 
Kong et al. (2012) WG 1.20 0.40 0.48 
 

�����������
1000 Genomes Project Consortium (2010). ‘A map of human genome variation from 

population-scale sequencing.’ Nature 467, 1061-1073. 
Awadalla, P., J. et al. (2010). ‘Direct measure of the de novo mutation rate in autism and 

schizophrenia cohorts’. American journal of human genetics. 87, 316-324. 
Kondrashov, A. S. (2003). ‘Direct estimates of human per nucleotide mutation rates at 20 loci 

causing mendelian diseases’. Hum. Mutat. 21, 12-27. 
Kong, A., et al. (2012). ‘Rate of de novo mutations and the importance of father’s age to 

disease risk’. Nature 488, 471–475. 
Lynch, M. (2010). ‘Rate, molecular spectrum, and consequences of human mutation’. 

Proceedings of the National Academy of Sciences 107, 961-968. 
O’Roak, B. J., et al. (2012). ‘Sporadic autism exomes reveal a highly interconnected protein 

network of de novo mutations’. Nature, 485, 246-250. 

NATURE REVIEWS | GENETICS  www.nature.com/reviews/genetics

SUPPLEMENTARY INFORMATION

Scally and Durbin (2012) Nature Rev. Genet.



What are the effects of paternal age 
on mutation rate?

Kong et al. (2012) Nature



When did most variation arise?

Fu et al. (2013) Nature



Most SNVs are very rare

• 57% singletons 

• 72% singletons+doubletons+tripletons

Tennessen et al. (2012) Science



How has our population size grown?

Tennessen et al. (2012) Science



Most SNVs are population specific
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Migration: Admixture is migration between 
diverged populations

Mathias et al. (2016) 
Nature Comm.



Estimates of global ancestry
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Local ancestry of a single individual

Discussion
The Bantu expansion occurred ∼4,000 years ago, originating in
Cameroon or Nigeria and expanding throughout sub-Saharan
Africa (40, 41). The clustering of the Xhosa, Fang, Bamoun, and
Kongo populations, all of which are Bantu Niger-Kordofanian-
speaking populations, likely reflects a Bantu migration from
Nigeria/Cameroon expanding toward the south. Although we
have limited sample sizes (with three of our populations having
sample sizes of less than 10), the relative order of clustering (the
East-West axis, followed by the North-South axis) suggests that
the strongest differentiating axis among the African populations
is linguistic classification corresponding to Chadic and Nilo-
Saharan vs. Niger-Kordofanian ancestry. The relatively weaker
North-South axis may result from the genetic similarity among
the Niger-Kordofanian linguistic groups because of their recent
common ancestry. Although sampled in Nigeria, the very distinct
Fulani are part of a nomadic pastoralist population that occupies
a broad geographical range across Central and Western Africa.
Analyses of microsatellite and insertion/deletion polymorphisms

indicate that they share ancestry with Niger-Kordofanian, North
African, and Central African Nilo-Saharan populations, as well
as low levels of European and/or Middle Eastern ancestry (2).
Exempting the Fulani, our LD analyses show no large differences
in rates of LD decay among our sampled African populations,
with all populations exhibiting a faster decay of LD (i.e., larger
inferred effective population size) than previously characterized
populations of European ancestry (see SI Text).
Interestingly, the Kongo population does not follow the

overall trend of East-West and North-South clustering. The
Kongo population’s genetic proximity to geographically distant
Bantu populations from Cameroon could be explained by the
genetic similarity of Bantu-speaking populations in the region, as
seen in the FRAPPE analyses (Fig. 1). Alternatively, although
these individuals self-identified as Kongo and were refugees
from locations within the Democratic Republic of Congo, the
samples were collected in Cameroon; therefore, self-identified
ancestry might poorly represent the long-term geographical
origins or may reflect recent admixture.

A B

C D E F

G

Fig. 2. Results of our PCA-based ancestry estimation method. (A) Graphical illustration of approach: Euclidean distances from a given individual's co-
ordinates in PCA space (i.e., “loadings”) and the West African centroid (“a”) and the European centroid (“b”) along PC1 for PCA space that includes Eu-
ropeans, African Americans, and West Africans. (B) Local ancestry estimation using the PCA sliding window approach and associated HMM for number of
chromosomes for a given individual (i.e., “0,” “1,” or “2”) with African ancestry. (C–F) Individual ancestry estimates of 4 representative African-American
individuals (denoted 1, 2, 3, and 4 in Fig. 2A) in our dataset of 365 individuals. The colors represent two chromosomes of West African ancestry (blue), two
chromosomes of European ancestry (red), or one chromosome of West African and one chromosome of European ancestry (green). (G) Mean ancestry of 365
African-American individuals at each window across chromosome (chrom) 1, chrom 11, chrom 12, and chromosome X (X Chr). The black line shows the overall
mean estimated ancestry. Red bands indicate +3 and −3 SDs from the mean ancestry. (All chromosomes are reported in Fig. S10).

4 of 6 | www.pnas.org/cgi/doi/10.1073/pnas.0909559107 Bryc et al.

Bryc et al. 2009 PNAS



Ancient admixture: Neanderthals are still 
among us

• Recent genetic data suggests that 1-4% of non-African genomes are 
derived from Neanderthals



Neanderthals are still among us



Dog breeding has 
produced both 
divergent groups 

Parker et al. (2017) Cell Rep.



Dog breeding has 
produced both 
divergent groups 
and recent cross 
breeding is 
migration

Chinese Tibetan mastiffs is likely due to independent lineage for-
mation stemming from an importation bottleneck, as is evident
from estimations of inbreeding coefficients (Chinese Tibetan
mastiffs average F = 0.07, and US Tibetan mastiffs average
F = 0.15). Similarly, the average inbreeding coefficient of salukis
collected in the United States is twice as high as those sampled
from the countries of origin (F = 0.21 and 0.10, respectively).
Since the US salukis form a more strongly bootstrapped clade
than the country-of-origin dogs, we suggest that there is a less
diverse gene pool in the United States. In comparison, the
cane corsos from Italy form a single clade, while the cane corsos
from the United States cluster with the Neapolitan mastiffs, also
collected in the United States. Significant shared haplotypes are
observed between the US cane corsos and the rottweiler that are

not evident in the Italian cane corsos, aswell as increased shared
haplotypes with the other mastiffs. Cane corsos have been in the
United States for less than 30 years (American Kennel Club,
1998).
Our analyses were designed to detect recent admixture;

therefore, we were able to identify hybridization events that are
described in written breed histories and stud-book records.
Using the most reliably dated crosses that produced modern
breeds, we established a linear relationship between the total
length of haplotype sharing and the age of an admixture event,
occurring between 35 and 160 years before present (ybp) (Fig-
ure 5A). Applying this equation to the total shared haplotypes
calculated from the genotyping data, we have validated this rela-
tionship on a second set of recently created breeds arriving at

Figure 4. Haplotype Sharing between Breeds from Different Phylogenetic Clades
The circos plot is ordered and colored to match the tree in Figure 1. Ribbons connecting breeds indicate a median haplotype sharing between all dogs of each

breed in excess of 95% of all haplotype sharing across clades. Definitions of the breed abbreviations can be found in Table S1.

Cell Reports 19, 697–708, April 25, 2017 701
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Adaptive (Darwinian) Selection
“I have called this principle, by which each slight variation, if useful, is 
preserved, by the term Natural Selection.”—Charles Darwin from "The Origin 
of Species”, 1859 



Antibiotic resistance is an example of 
adaptive evolution

Not 
Resistant 

Resistant 

G T

Initial Population After Antibiotic Final Population



Reading the genome for signatures of 
positive selection

Neutral Advantageous 
Mutation

•This process imparts “signatures” on patterns of 
genetic variation that we can use to find adaptively 
evolving genes

Fixation



Genes that influence physical traits have been 
targets of recent selection

HERC2

Eye Color

SLC24A5, OCA2, TYRP1

Skin Pigmentation

EDAR

Hair Texture



Non-independence of evolutionary forces: 
Adaptive-migration (introgression)

result in an earlier splitting of alleles and greater sequence
divergence (supplementary fig. S4B, Supplementary Material
online) (Smith and Kronforst 2013). Thus, we compared the
average sequence divergence between the TM and TW across
the EPAS1 locus versus the genomic background (see
Methods). We found significantly reduced sequence diver-
gence at the EPAS1 locus when compared with the back-
ground (P-value< 2.2e-16, t-test, fig. 3D). The results
supported our hypothesis that the shared pattern in the locus
was due to introgression instead of ancestral polymorphisms.

To date the introgression event, we chose a non-coding
region (chr10:48,639,440–48,689,200) from the EPAS1 locus
and constructed an NJ tree (supplementary fig. S5,
Supplementary Material online). Differing from the
genome-wide NJ tree, the tree showed that the TM first
coalesced with the TW, which could be used to represent
the time of introgression. We then used bpp3.2a (Yang 2015)
software to estimate the divergence time based on the

non-coding region (see Methods). The estimated introgres-
sion time was !24,000 (90% credible interval: 8,700–36,000)
or 60,000 (90% credible interval: 21,000–90,000) years ago,
assuming an average mutation rate of l ¼ 1# 10$8

(Wang et al. 2013; Freedman et al. 2014) or l ¼ 4# 10$9

(Skoglund et al. 2015; Frantz et al. 2016) per generation, re-
spectively. Nonetheless, both estimates mostly overlapped
with the Paleolithic era, which may imply early colonization
of the plateau by ancient highlanders (Zhao et al. 2009; Qi
et al. 2013; Chen et al. 2015; Lu et al. 2016).

Introgression of HBB Locus
Next, we examined the potential introgression of the 300-kb
region on chromosome 21 in a similar manner to our analysis
of the EPAS1 locus. This region contained a 179-kb locus
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FIG. 3. Evidence of introgression in the EPAS1 locus. (A) The distribution of almost fixed ABBA/BABA sites and Fst in the EPAS1 locus. This locus has
significantly excessive ABBA sites (D ¼ 0.955 6 0.02) and significant Fst between TM and YJD. (B) A haplotype network based on the top 50
common haplotypes in the locus. The haplotypes are defined from 29 representative SNPs across all available canid genomes in DoGSD. Each circle
represents a haplotype and the size is proportional to the number of individuals belonging to that haplotype. The colors represent different
populations. Lines connect each haplotype to its most similar relative. Bars represent mutational steps between haplotypes. See supplementary
table S7, Supplementary Material online for abbreviations. (C) The probability of maintaining the length of the haplotype assuming the recom-
bination rate of 0:78# 10$8 per base pair per generation. A shorter divergence time results in a larger probability. Even if the shortest time, 11,000
years, is considered, the probability of maintaining the EPAS1 haplotype is significantly unlikely (P-value¼ 0.007). (D) Sequence divergence is
reduced between TM and TW in the EPAS1 locus compared with the genomic background (P-value< 2.2e-16, t-test).
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result in an earlier splitting of alleles and greater sequence
divergence (supplementary fig. S4B, Supplementary Material
online) (Smith and Kronforst 2013). Thus, we compared the
average sequence divergence between the TM and TW across
the EPAS1 locus versus the genomic background (see
Methods). We found significantly reduced sequence diver-
gence at the EPAS1 locus when compared with the back-
ground (P-value< 2.2e-16, t-test, fig. 3D). The results
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was due to introgression instead of ancestral polymorphisms.
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Supplementary Material online). Differing from the
genome-wide NJ tree, the tree showed that the TM first
coalesced with the TW, which could be used to represent
the time of introgression. We then used bpp3.2a (Yang 2015)
software to estimate the divergence time based on the

non-coding region (see Methods). The estimated introgres-
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Non-independence of 
evolutionary forces: Drift 
(Selfing) and Selection

traits needs to account for structure that results in different inbreeding classes [59,60]. This
structure generates genome-wide associations both among alleles (linkage disequilibrium)
and genotypes (identity disequilibrium). In contrast, progress on understanding the multi-
locus population genetics of polygenic adaptation in outcrossing populations has often been
obtained under the assumption of ‘quasi-linkage equilibrium’, where linkage disequilibrium
rapidly equilibrates to low values due to high recombination, ensuring that it does not build up
between loci involved in polygenic adaptation. A recent model of stabilizing selection on
quantitative traits [61] showed how genetic associations influence long-term adaptation. Below
a given selfing threshold, a population reaches an ‘outcrossing-like equilibrium’ where highly
inbred individuals are quickly eliminated, and only lineages with no or little selfing in their recent
history persist. In this regime, classical predictions (with some rescaling when necessary) do
apply. Above the threshold, genetic associations cannot be neglected and the population
reaches a ‘purged equilibrium’ where the genome mostly ‘congeals’ with very high linkage
disequilibrium and selection of the few best haplotypes strongly reducing genetic variation.

Imposing a selfing regime on a population at outcrossing equilibrium (e.g., through experimen-
tal inbreeding or when a modifier gene for increased selfing invades an outcrossing population)
is predicted to initially convert dominance and epistatic variance into additive genetic
variance, thereby increasing responses to selection [62]. Once populations have reached
the purged equilibrium, long-term responses to selection might in turn be compromised due to
the lack of available genetic variation (Figure 2). These dynamics have recently been
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Figure 2. Response to Selection on a
Polygenic Trait under Outcrossing
and Selfing. Evolution of additive
genetic variance is shown for a quantita-
tive trait under directional selection with
outcrossing or selfing. We assume both
scenarios start from the same initial out-
crossing population. Under outcrossing,
genetic variance is mostly conserved and
the trait mean changes linearly through
time, at least on short time scales if selec-
tion is not too strong. Under selfing,
genetic variance initially increases much
more rapidly than in the outcrossing
population. Here, more extreme pheno-
types (i.e., those with very high or low
values) are generated due to creating
homozygotes at multiple loci, speeding
up the response to selection. Genetic
variance can then be quickly eroded
because only a few haplotypes are
retained after selection, and new combi-
nations cannot be readily created
because of a lack of effective recombina-
tion. The trait mean can therefore rapidly
plateau
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must be taken when looking for signatures of adaptation in selfers, because the confounding
effects of population structure and demography are expected to be more pronounced than in
outcrossers (Box 2).

A study of A. thaliana populations from northern Sweden [46] found global selective sweep
footprints stretching over large areas of the genome due to reduced recombination (Figure 1).
Subsequent research found signatures for local sweeps in southern Sweden, however it was
necessary to first account for demographic history by determining the likely population history in
northern and southern Sweden, including subpopulation sizes and migration rates. Expected
neutral diversity under this model was then used as a baseline for finding loci exhibiting site-
frequency spectra consistent with selective sweeps [47]. In the model legume Medicago
truncatula, both global and local selective sweeps were found after controlling for population

Box 2. Genetic Diversity Expected under Scenarios Involving Adaptation and Demographic Changes
The expected diversity in genome samples following a selective sweep can be determined by studying gene genealogies of derived haplotypes using coalescent
theory. Coalescent models calculate the expected time in the past to the most recent common ancestor of haplotypes; this elapsed time also determines the level of
genetic divergence between samples.

For neutral sites in a constant-sized population, coalescent times are on the order of the effective population size, which depends on the level of self-fertilization as
Ne = N (1 – s/2) for selfing probability s [5]. Conversely, sites that are tightly linked to adaptive variants have much lower coalescence times than unlinked neutral sites,
and will therefore harbour reduced levels of genetic diversity. With looser linkage, genetic variants are likely to recombine onto neutral backgrounds, restoring genetic
diversity and weakening the selective sweep pattern (Figure 1B). ‘Soft’ sweeps are caused by genetic variants whose expected coalescence times are longer than the
time under which selection was acting [33,40].

Certain demographic changes, especially a recent increase in population size, will generate coalescent histories similar to those experienced by adaptive variants that
rapidly rose to high frequency (Figure I). This process can confound genomic scans for beneficial alleles [69]. A simulation study [70] found that inferring demographic
history over loci recently subjected to a selective sweep would predict the presence of a population bottleneck, even if the population size remained constant over
time. Recurrent selective sweeps also caused a popular method to quantify past population sizes [71] to spuriously infer recent reductions in population size from
simulated data when none existed.

It remains a long-standing problem in evolutionary genetics to reliably disentangle selection from demographic changes. However, given that long-range linkage
disequilibrium is induced following a sweep in selfers, it will be even more important to account for demographic history when inferring adaptive sites as the two will
become even more strongly intertwined. One solution is to simulate baseline levels of genetic diversity caused only by expected demography, and subsequently
search for regions exhibiting discrepant patterns relative to this background [47]. Because sweeps in selfers can affect wider chromosomal regions [46,49], this will
magnify risks of inferring recent population expansions even if none existed [70]. Recent advances in machine-learning methods that detect selective sweep patterns
under different demographic histories [72] could prove promising in jointly measuring adaptation and demography under high selfing rates.
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Figure I. Schematics of Effect of Demographic History on Genealogies. (A) Genealogies for a selective sweep in a fixed-size population. The effective
recombination rate reff depends on the level of self-fertilization (Box 1). The point when the top lineage was affected by recombination is marked ‘!’. (B) Genealogies
where the population experienced a bottleneck in the recent past
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These forces all affect the Site 
Frequency Spectrum (SFS)



Primer on coalescent 



Primer on coalescent 
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Fewer lineage means longer expected time to coalescence.
To generate a genealogy of i genes under Kingman’s coalescent:

• Draw an observation from an exponential distribution with mean µ = 2/(i(i ≠
1)). This will be the time of the first coalescent event (looking from the present
backwards in time).

• Pick two lineages at random to coalescence.

• Decrease i by 1.

• If i = 1, stop. Otherwise, repeat these steps [8, 9].
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Site Frequency Spectrum (SFS)



Joint Site Frequency Spectrum (JSFS)



Genetic Drift can profoundly 
shape allele frequencies

Gutenkunst et al. 2009 PLoS Genet.



Useful equations

Time: t = T/(4*Nref*Gen)
• Nref = reference or ancestral population 

size
• Gen = number of years per generation
• T = chronological years 

θ = 4*Nref*μ*Length;
• μ = mutation rate
• Length is the bp of the segment 

simulated (aka nsites for recombination)

Growth: N(t) = N(0)e−tα

Recombination: ρ = 4Nrefr 
• r is the recombination rate 

between the ends of a unit length 
sequence 

Migration: Mij = 4Nrefmij

• mij is the fraction of 
subpopulation i that is made up 
of migrants from subpopulation 
j in forward time. 



How can the SFS help us understand what 
happened?

• δaδi – Gutenkunst et al. (2009) – Using diffusion approximation to 
identify the maximum likelihood (ML) of the SFS given a demographic 
model.
• Moments – Jouganous et al. (2017) – Similar likelihood but uses 

alternative ordinary differential equation techniques to estimate 
model parameters making more complicated models possible.
• Approximate Bayesian Computation – Review: Csilléry et al. (2010) –

A generalized framework to sidestep some of the difficulties in ML to 
enable the assessment of complex models by simulation.



Bayes’ Rule

𝑃 𝑀 𝐷 =
𝑃 𝐷 𝑀 𝑃(𝑀)

𝑃(𝐷)

P(M|D) = posterior probability of model M given data D
P(D|M) = likelihood of the data D given the model M
P(M)      = prior probability of the model M
P(D) = probability of the data D



Likelihood is really hard!

Gutenkunst et al. (2009) PLoS Genet.



So is there a way 
around it with 
simulation? 

Yes, yes there is 😄

https://en.wikipedia.org/wiki/Approx
imate_Bayesian_computation#/medi
a/File:Approximate_Bayesian_compu
tation_conceptual_overview.svg

𝑆𝑒𝑡 𝑜𝑓 𝑗 𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠 𝑡ℎ𝑎𝑡
min
8
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ABC in action
• Divergence models of Atlantic Salmon 

from North America and Eurasia
• 2035 individuals from 77 locations
• 5034 SNPs from a genotyping array
• 19 summary statistics
• 3500 best simulations (out of 14 × 1 million)

Rougemont & Bernatchez (2018) Evolution



Concluding Summary

• Four main evolutionary forces are: Mutation, migration, 
selection, and drift.
• These forces interact and rarely act independently.
• These forces change the site frequency spectrum in 

informative ways that we can use for both demographic 
analysis and simulation.


