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Pathway and Gene Set Analysis 
Part 2 



Goals	

Some	methods	in	more	detail	
•  TopGO	
•  Global	Ancova	
•  Pathvisio/Genmapp	
•  Impact	Factor	Analysis	
•  GSEA	

	

	
	



Some	methods	in	detail	

•  There	are	far	too	many	methods	to	give	a	
comprehensive	overview	

	



Table	of	methods	(from	Nam	&	Kim)	



Table	of	soFware	(from	Nam	&	Kim)	



TopGO	
•  TopGO	is	a	GO	term	analysis	program	available	from	

Bioconductor	

•  It	takes	the	GO	hierarchy	into	account	when	scoring	terms	

•  If	a	parent	term	is	only	significant	because	of	child	term,	it	will	
receive	a	lower	score	

•  TopGO	uses	the	Fisher-test	or	the	KS-test	(both	compeMMve)	

•  TopGO	also	gives	a		
	graphical	representaMon	
	of	the	results	in	form	of	a		
	tree	



Tree	showing	the	15	most	significant	GO	
terms	



Zooming	in	



Global	Ancova	
•  Uses	all	data	(instead	of	summary	staMsMcs)	

•  NOT	a	mulMvariate	method	(MANOVA)	

•  One	linear	model	for	all	genes	within	the	
		gene	set	

–  Gene	is	a	factor	in	the	model	that	interacts	with	other	factors	

•  Full	model	(e.g.	including	difference	between	lean	and	obsese)	is	
compared	with	restricted	model	(no	difference)	

•  P-values	are	calculated	by	group	label	resampling	

•  Algorithm	allows	for	complex	linear	models	including	covariates	

•  Related	to	Goeman’s	Globaltest,	which	reverses	roles	of	gene	expression	
and	groups:	Goeman	uses	gene	expression	to	explain	groups	(logisMc	
regression)	

	
	



10	most	significant	KEGG	pathways	according	to	
Global	Ancova	

Pathway Name path.size sig.genes perc.sig p.gs p.fisher p.globaltest p.globalAncova
Pantothenate and CoA biosynthesis 11 3 27.27% 7.05% 9.08% 0.55% 0.01%
Valine, leucine and isoleucine biosynthesis 4 2 50.00% 4.10% 5.29% 0.22% 0.02%
Cell Communication 60 10 16.67% 8.77% 7.51% 1.02% 0.03%
PPAR signaling pathway 37 10 27.03% 11.01% 0.28% 1.64% 0.07%
Inositol metabolism 1 1 100.00% 8.46% 10.06% 0.19% 0.10%
Valine, leucine and isoleucine degradation 35 7 20.00% 49.56% 5.65% 1.42% 0.11%
Fatty acid metabolism 27 6 22.22% 49.59% 4.81% 1.54% 0.31%
ECM-receptor interaction 49 8 16.33% 4.91% 11.45% 1.47% 0.83%
Focal adhesion 122 16 13.11% 76.63% 16.40% 2.59% 0.87%
Purine metabolism 78 14 17.95% 26.82% 2.26% 3.42% 1.21%

p.gs	=	A	GSEA	related	compeMMve	method	(available	in	Limma)	

p.fisher	=	Fisher-Test	(compeMMve)	





Genmapp/Pathvisio	
•  These	are	two	pathway	visualisaMon	tools	that	
collaborate	
–  h]p://www.genmapp.org	
–  h]p://www.pathvisio.org	

•  Both	do	some	basic	staMsMcal	analysis	too	(Fisher-
Test	with	normal	approximaMon)	

•  Main	focus	is	on	visually	displaying	pathways	
–  Genes/nodes	can	be	color-coded	according	to	the	data	
–  Results	(p-values,	fold	changes)	can	be	displayed	next	to	
genes/nodes	

	





Impact	Factor	Analysis	
•  	Impact	Factor	(IF)	analysis	combines	both	ORA	and	FCS	approach,	while	accounMng	for	the	

topology	of	the	pathway	

•  IF	analysis	computes	PerturbaMon	Factor	(PF)	for	each	gene	in	each	pathway,	which	is	a	
gene-level	staMsMc,	as	follows:	

	
•  The	first	term,																	,	represents	the	signed	normalized	measured	expression	change	(i.e.,	

	fold	change)	of	the	gene			
•  The	second	term	accounts	for	the	topology	of	the	pathway,	where	gene							is	upstream	of	

gene								
•  In	the	second	term,									represents	the	type	and	strength	of	interacMon	between						and	
•  If						acMvates					,															,	and	if							inhibits					,	
•  Note	that	the	PF	of	the	upstream	gene								is	normalized	by	the	number	of	downstream	

genes	it	interacts	with,		
•  The	second	term	is	repeated	for	every	gene							that	is	upstream	of	gene	



Impact	Factor	Analysis	
•  Next,	Impact	Factor	(IF),	is	computed:	



Impact	Factor	Analysis	
•  Next,	Impact	Factor	(IF),	is	computed:	

The	1st	term	captures	the	significance	of	the	
given	pathway	Pi		as	provided	by	ORA,	where	pi	
corresponds	to	the	probability	of	obtaining	a	
value	of	the	staMsMc	used	at	least	as	extreme	
as	the	one	observed	when	the	null	hypothesis	
is	true	



Impact	Factor	Analysis	
•  Next,	Impact	Factor	(IF),	is	computed:	

Because	IF	should	be	large	for	severely	
impacted	pathways	(i.e.,	small	p-values),	the	
1st	term	uses	1/pi		rather	than	pi	



Impact	Factor	Analysis	
•  Next,	Impact	Factor	(IF),	is	computed:	

Log	funcMon	is	necessary	to	map	the	
exponenMal	scale	of	the	p-values	to	a	linear	
scale	in	order	to	keep	the	model	linear	
	



Impact	Factor	Analysis	
•  Next,	Impact	Factor	(IF),	is	computed:	

The	2nd	term	sums	up	the	values	of	the	PFs	for	
all	genes	g	on	the	given	pathway	Pi,	and	is	
normalized	by	the	number	of	differenMally	
expressed	genes	on	the	given	pathway	Pi	
	



Impact	Factor	Analysis	
•  Note	that	Eq.	1	essenMally	describes	the	perturbaMon	
factor	PF	for	a	gene	gi	as	a	linear	funcMon	of	the	
perturbaMon	factors	of	all	genes	in	a	given	pathway	

•  Therefore,	the	set	of	all	equaMons	defining	the	PFs	for	
all	genes	in	a	given	pathway	Pi	form	a	system	of	
simultaneous	equaMons	

•  Expanding	and	re-arranging	EquaMon	1	for	all	genes	g1,	
g2,	….,	gn		in	a	pathway	Pi		can	be	re-wri]en	as	follows:	



Impact	Factor	Analysis	

•  AFer	compuMng	the	PFs	of	all	genes	in	a	given	pathway	
as	the	soluMon	of	this	linear	system,	Eq.	2	is	used	to	
calculate	the	impact	factor	of	each	pathway	

•  The	impact	factor	of	each	pathway	is	then	used	as	a	
score	to	assess	the	impact	of	a	given	gene	expression	
data	set	on	all	pathways	(the	higher	the	impact	factor	
the	more	significant	the	pathway)	



Gene	Set	Enrichment	Analysis	(GSEA)	
•  GSEA	can	be	used	with	any	gene	set	

•  It	is	available	as	a	standalone	program,	and	versions	of	GSEA	available	
within	R/Bioconductor	

•  GSEA	has	many	opMons	and	is	a	mix	of	a	compeMMve	and	self-contained	
method	
–  Default	methods	is	to	use	a	Kolmogorov	Smirnov-type	staMsMc	to	test	the	

distribuMon	of	the	gene	set	in	the	ranked	gene	list	(compeMMve)	
–  Typically	that	staMsMc	(“enrichment	score”)	is	tested	by	permuMng/

reshuffling	the	group	labels	(self-contained)	

•  Two	Key	Papers	
–  Mootha	et	al.,	Nature	GeneMcs	34,	267–273	(2003)		
–  Subramanian	et	al.,	PNAS	102(43),	15545–15550	(2005).		

•  Note	-	the	descripMon	of	GSEA	changed	between	the	two	papers.		



Dataset distribution


N
um

ber of genes


Gene Expression Level


The	Kolmogorov–Smirnov	test	is	used	to	determine	whether	two	underlying	
one-dimensional	probability	distribuMons	differ,	or	whether	an	underlying	
probability	distribuMon	differs	from	a	hypothesized	distribuMon,	in	either	case	
based	on	finite	samples.	
	

Gene set 1 distribution


Gene set 2 distribution


K-S	Test	



Kolmogorov-Smirnov	Test	

•  Based	on	staMsMcs	of	
‘Brownian	Bridge’		
–  random	walk	fixed	end	

•  Maximum	difference	is	
test	staMsMc	
–  Null	distribuMon	known	

•  Reformulated	by	GSEA	
as	difference	of	CDF	–	
uniform	from	axis	
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K-S	Test	Finds	Irrelevant	Sets	

•  SomeMmes	ranks	concentrated	in	middle		
–  K-S	staMsMc	high,	but	not	meaningful	for	path	change	

•  Fix:	ad-hoc	weighMng	by	actual	t-scores	emphasizes	
departures	at	extreme	ends	

•  No	theory	
•  Generate	null	distribuMon	by	permutaMon	



GSEA	Algorithm:	Step	1	
•  Calculate	an	Enrichment	Score:	

–  Rank	genes	by	their	expression	difference		

–  Compute	cumulaMve	sum	over	ranked	genes:		
•  Increase	sum	when	gene	in	set,	decrease	it	
otherwise	

•  Magnitude	of	increment	depends	on	correlaMon	of	
gene	with	phenotype.	

•  Record	the	maximum	deviaMon	from	zero	as	the	
enrichment	score		



The	rows	represent	the	samples	or	chips,	and	
the	columns	represent	the	genes	

Samples	

Genes	



•  Genes	on	the	leF	side	are	highly	expressed	
on	the	top	half	(indicated	by	red	color)	and	
lowly	expressed	on	the	bo]om	half	
(indicated	by	blue	color).		The	reverse	is	
shown	on	the	right-most	genes		

•  Created	a	gradient	or	ranked	list	
corresponding	to	the	degree	of	correlaMon	
with	the	two	phenotypes		

Diseased	

Normal	

Highly	expressed	in	diseased	

Lowly	expressed	in	diseased	



•  This	is	depicted	nicely	by	the	graph	on	the	bo]om	of	the	figure,	where	the	
posiMve	ranks	on	the	leF	represent	the	correlaMon	to	the	Disease	phenotype	and	
the	negaMve	ranks	on	the	right	signify	the	correlaMon	to	the	Normal	phenotype	

•  The	graph	also	generates	a	rank	gradient	that	represents	the	order	of	the	most	
up-regulated	genes	for	the	Disease	sample	on	the	leF-most,	and	the	most	up-
regulated	genes	for	the	Normal	samples	on	the	right-most	

Diseased	

Normal 



•  Now,	let’s	hide	the	heatmap	and	replace	the	middle	part	of	the	
figure	with	genes	from	a	specific	geneset,	say	genes	from	the	
Glycolysis	pathway.			

•  Each	verMcal	blue	bars	represents	a	gene	from	the	pathway,	
being	mapped	on	the	same	locaMon	as	the	whole	dataset		

•  Again,	genes	that	are	located	on	the	leF	side	are	highly	
expressed	on	the	Disease	samples,	and	the	opposite	is	true	for	
the	right-most	genes	



•  Now,	we	are	ready	to	demonstrate	the	GSEA	algorithm.			
•  The	walk	down	algorithm	basically	scans	the	ranked	gene	list	L,	

and	when	a	member	of	S	is	encountered,	an	Enrichment	Score	
(ES)	is	registered.		This	is	illustrated	on	the	top	part	of	the	figure	
below;	when	the	ES	started	to	build	upon	encountering	more	
genes	from	the	GeneSet	S.	



•  The	more	S	genes	is	found,	the	higher	the	ES		



•  But,	when	no	S	genes	were	encountered	for	a	long	walk	down,		
as	indicated	on	the	middle	secMon	of	the	middle	plot,	the	ES	
will	decrease	accordingly.			

•  In	other	words,	a	high	ES	relies	inMmately	with	the	clustering	of	
S	genes	in	close	proximity.		In	this	example,	we	would	conclude	
that	the	S	genes	have	high	degree	of	correlaMon	with	the	
Disease	phenotype	since	most	of	the	ES	was	gained	from	the	
leF	porMon	of	the	plot	



GSEA	Algorithm:	Step	1	
•  Calculate	an	Enrichment	Score:	

–  Rank	genes	by	their	expression	difference		

–  Compute	cumulaMve	sum	over	ranked	genes:		
•  Increase	sum	when	gene	in	set,	decrease	it	
otherwise	

•  Magnitude	of	increment	depends	on	correlaMon	of	
gene	with	phenotype	

•  Record	the	maximum	deviaMon	from	zero	as	the	
enrichment	score		



GSEA	Algorithm:	Step	1	



GSEA	Algorithm:	Step	2	
•  Assess	significance:		

–  Permute	phenotype	labels	1000	Mmes		
–  Compute	ES	score	as	above	for	each	permutaMon		
–  Compare	ES	score	for	actual	data	to	distribuMon	of	ES	
scores	from	permuted	data		

•  PermuMng	the	phenotype	labels	instead	of	the	genes	
maintains	the	complex	correlaMon	structure	of	the	gene	
expression	data	



GSEA	Algorithm:	Step	3	
•  Adjustment	for	mulMple	hypothesis	tesMng:		

–  Normalize	the	ES	accounMng	for	size	of	each	gene	set,	
yielding	normalized	enrichment	score	(NES)		

–  Control	proporMon	of	false	posiMves	by	calculaMng	FDR	
corresponding	to	each	NES,	by	comparing	tails	of	the	
observed	and	null	distribuMons	for	the	NES	



GSEA	Algorithm:	Step	4	
•  The	original	method	used	equal	weights	for	each	gene	

–  The	revised	method	weighted	genes	according	to	their	
correlaMon	with	phenotype	

–  This	may	cause	an	asymmetric	distribuMon	of	ES	scores	
if	there	is	a	big	difference	in	the	number	of	genes	highly	
correlated	to	each	phenotype	

•  Consequently,	the	above	algorithm	is	performed	twice:	one	
for	the	posiMvely	scoring	gene	sets	and	once	for	the	
negaMvely	scoring	gene	sets	



Overview	of	GSEA	
•  The	original	method	used	equal	weights	for	each	gene	

–  The	revised	method	weighted	genes	according	to	their	
correlaMon	with	phenotype	

–  This	may	cause	an	asymmetric	distribuMon	of	ES	scores	
if	there	is	a	big	difference	in	the	number	of	genes	highly	
correlated	to	each	phenotype	

•  Consequently,	the	above	algorithm	is	performed	twice:	one	
for	the	posiMvely	scoring	gene	sets	and	once	for	the	
negaMvely	scoring	gene	sets	



GSEA	results	for	our	data	set	(using	pathway	gene	sets)	



List	of	most	significant	up-regulated	gene	sets	



The	Enrichment	score	is	based	on	
the	difference	of	the	cumulaMve	
distribuMon	of	the	gene-set	minus	
the	expected	

This	plot	is	basically	the	
Kolmogorov-Smirnov	plot	rotated	
by	45	degrees	



NES	

pval	

FDR	
Benjamini-Hochberg	

Zoom	In	on	Enrichment	Plot	



h]p://www.broad.mit.edu/gsea/	

GSEA	SoFware	



Outlook	
•  Gene	Set	and	Pathway	Analysis	is	a	very	acMve	field	of	

research:	new	methods	are	published	all	the	Mme!	

•  One	important	aspect:	taking	pathway	structure	into	account	
–  All	methods	we	discuss	ignored	this	structure	
–  New	methods	use	and	“Impact	Factor”	(IF),	which	gives	
more	weight	to	gene	that	are	key	regulators	in	the	
pathway	(Draghici	et	al	(2007))	

•  Other	Aspects:	
–  Study	the	behavior	of	pathways	across	experiments	in	
microarray	databases	like	GEO	or	Array	Express	

–  Incorporate	other	data	into	the	analysis	(proteomics,	
metabolomics,	sequence	data)	

	



Summary	
•  There	are	many	popular	databases/internet	
resources	for	pathways	and	gene	sets	

•  Many	important	analysis	issues	

•  It	is	impossible	to	explain	all	exisMng	approaches	but	
many	of	them	are	some	combinaMons	of	the	
methods	we	discussed	

•  This	is	an	acMve	field:	improvements	and	further	
developments	are	a	really	acMve	area	of	research	



QuesMons?	


