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Genome-wide	association	studies	(GWAS)

Rieder	et	al.	2008

Screen	across	the	genome	for	SNPs	that	are	
associated	with	trait	(agnostic	approach)
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Presentation	of	results	from	large-scale	
genetic	association	studies

An	association	with	p-value	<5x10-8 is	considered	genome-wide	significant	

WTCCC,	Nature	2007



The	importance	of	sample	size	in	GWAS
One	of	the	first	GWAS	of	height	(N=1,914).	Red	dots	represent	SNPs	that	achieved	a	P<5x10-7 in	

the	joint	analysis	with	stage	2	samples.	The	solid	black	horizontal	line	is	the	P=5x10-7 line.
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N=6,788



N=8,668



N=12,228



N=13,665



Lango Allen et al, Nature 2010

N=183,727

Variance	explained	=	10%



Wood et al, Nat Genet 2014

N= 253,288

697	SNPs	(423	regions)

Variance	explained	~	20%



N= 458,927	(discovery)	and	N=252,501	(replication)

120	novel	SNPs	(83	with	MAF	<5%)

Variance	explained	=	27.4% Marouli, Nature 2017



Chen,	HMG	2014 Wojcik,	https://www.biorxiv.org/content/early/2017/09/15/188094



Bias	in	the	context	of	genetic	epidemiology
• Ascertainment	bias

• Secondary	phenotypes,	e.g.	Type	2	diabetes	and	BMI	

• Survival	bias
• Might	lead	to	a	subtype	analysis	(milder	form	of	disease)

• Respondent	bias
• Response	rate	has	to	differ	by	case-control	status	and	genotype

• Diagnosis	bias
• Only	a	problem	if	the	physician	knows	the	genotype

• Recall	bias
• Not	applicable	in	genetic	epidemiology

Note:	This	does	not	hold	up	for	gene-environment	interactions!	
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• Systematic	differences	in	how	case	and	control	samples	were	
collected,	handled,	or	genotyped	can	lead	to	spurious	associations

• DNA	was	collected	from	blood	samples	for	cases	and	from	cheek	swabs	for	controls
• Case	samples	have	been	sitting	in	the	freezer	for	15	years,	control	samples	are	new
• Cases	and	controls	were	genotyped	in	different	genotyping	labs	or	by	different	platforms

There	is	one	more	dominating	source	of	bias	in	genetic	association	studies	–
population	stratification.	

Differential	genotyping	error/missingness

19



Sebastiani,	Science	2010

Genetic	signatures	of	exceptional	longevity	in	humans



Science,	2011



Population	Stratification	- Confounding	by	ancestry

Group	differences	in	
ancestry	AND	
outcome

Marchini,	Cardon	et	al.	2004;	Price,	Patterson	et	al.	2006



Fine-mapping

Hirschhorn &	Daly.	Nature	Reviews	Genetics	2005

LD	complicates	things:	Which	SNP(s)	is	the	causal	SNP?



Results	from	a	prostate	cancer	GWAS

Wang.	Nature	Comm,	2015



Fine-mapping	approaches

• Conditional	regression	analysis	
• Rerun	analysis	and	adjust	for	the	most	significant	SNP,	see	if	any	other	SNP	remains	
significant.	Keep	going	until	no	more	significant	SNPs

• Calculate	posterior	probabilities	for	each	SNP

• Incorporate	“functional”	information	to	identify	biological	plausible	SNPs

• Choose	a	set	of	“potentially	causal	variants”	and	take	them	forward	for	
downstream	analysis.	



Fine-mapping
Approximate	Bayesian	analysis	to	estimate	the	posterior	probability	that	a	given	SNP	is	causal

• Ratio	of	the	likelihood	from	a	
logistic	regression	for	SNPi and	
the	sum	across	all	likelihoods	
for	other	SNPs	in	the	region	

• Assumes	only	one	causal	SNP	in	
the	region	and	that	each	SNP	is	
equally	likely	a	priori to	be	the	
causal	variant

Maller,	Nat	Genet	2012
Lindstrom,	Breast	Can	Res	2016



Incorporating	functional	annotation	data	in	fine-
mapping

PAINTOR	- Probabilistic	Annotation	INTegratOR

• Prioritizes	SNPs	based	on	posterior	probabilities

• Allows	for	multiple	causal	variants	at	a	locus	

• Requires	only	summary	association	statistics	and	a	reference	population	(e.g.	1000	
Genomes)

• Integrates	functional	annotations	(e.g.	ENCODE)

• Estimates	probability	of	causality	in	functional	annotations	from	the	data	itself

Kichaev et	al,	PLoS Genetics	2014



Rare	variant	association	
studies



Identifying	genetic	variation	associated	with	disease

Manolio et	al,	Nature	2009



A	recent	study	
sequenced	10,545	
human	genomes	
and	found	more	
than	150	million	
variants

Telenti,	PNAS	2016



Introduction	– Rare	variants

• Usually	less	than	1%	(depending	on	who	you	ask)

• Traditional	single	variant	association	analysis	have	low	statistical	power	and/or	
are	not	valid	

• MAF=1%	in	1,000	cases	and	1,000	controls	implies	40	minor	alleles
• Low	cell	counts	lead	to	invalid	statistical	tests/low	power

• Because	the	number	of	rare	variants	is	much	larger	than	the	number	of	common	
variants,	more	stringent	significance	levels	might	be	required,	further	reducing	
power



Why	do	we	care	about	rare	variants	when	they	only	affect	a	
small	proportion	of	the	population?

PCSK9 and	LDL	
cholesterol

Cohen,	Nat	Genet	2005

Plasma LDL-C levels in African American subjects without 
(left) and with (right) a nonsense mutation in PCSK9.



PCSK9mutations	and	coronary	heart	disease

Cohen,	NEJM	2005



A	PCSK9	antibody	decreases	LDL	(8-week	trial)

Roth,	NEJM	2012



Fig. 3 Signatures of purifying selection in protein-coding SNVs. Relationship between the 
evidence that a variant is functionally important and MAF for four different methods. 

Jacob A. Tennessen et al. Science 2012;337:64-69

Published by AAAS



Study	design	for	rare	variant	analysis
Advantage Disadvantage

High-depth	WGS can	identify	nearly	all	variants	in	
the	genome	with	high	confidence

very	expensive

Low-depth	WGS cost-effective and useful	approach	
for	association	mapping

has	limited	accuracy	for	rare-
variant	identification	and	genotype	
calling;	
compared	to	deep	sequencing,	is	
subject	to	power	loss	if	the	same	
number	of	subjects	is	sequenced

Whole-exome	sequencing can	identify	all	exomic variants;	is	
less	expensive	than	WGS

is	limited	to	the	exome

GWAS	chip	and	imputation inexpensive has	lower	accuracy	for	imputed	
rare	variants
Will	miss	any	variants	unique	to	
your	sample

Exome	chip	(custom	array) much	cheaper	than	exome	
sequencing

provides	limited	coverage	for	very	
rare	variants	and	for	non-
Europeans	
is	limited	to	target	regions

Lee,	AJHG	2014



WGS	has	consistently	good	coverage	across	all	of	the	exons	
whilst	ESP	exome coverage	is	more	variable,	missing	up	to	
40%	of	exon	regions	for	some	genes.

WGS
WES

WGS
WES

>20x	threshold >10x	threshold

Brad	Chapman,	Rory	Kirchner
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What	to	do?

• Many	different	rare	variant	tests	are	available.	

• Some	are	based	on	aggregating	variants	(“burden”	tests)	
• CMC	(Li	and	Leal,	2008)
• WSS	(Madsen	and	Browning,	2009)
• Variable	Threshold	approach	(Price,	2010)

• Some	are	based	on	studying	the	distribution	of	variants
• C-alpha	(Neale,	2011)
• SKAT	(Wu,	2011)



Burden	tests

• Collapse	many	variants	into	a	single	risk	score	
• Combine	minor	allele	counts	into	one	variable

• Collapsing	approach
• Gene,	pathways,	functional	annotations,	etc
• Much	more	straight-forward	for	coding	regions	

• Weighing
• Variant	type	(predicted	function)
• Variant	frequency	



The	Cohort	Allelic	Sums	Test	- CAST

Main	Idea: Combine	rare	variants	according	to	some	(arbitrary)	feature	(gene,	
genetic	region,	functional	category)	and	assess	the	new	variable

Step	1:	Create	an	indicator	variable	X	for	individual	j:

𝑋" = $1	𝑖𝑓	𝑟𝑎𝑟𝑒	𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠	𝑎𝑟𝑒	𝑝𝑟𝑒𝑠𝑒𝑛𝑡
0	𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

Step	2:		ln	 7
897

= 𝛼 + 𝛽𝑋 (logistic	regression)

Morgenthaler,	Mutat Res	2007



Variant	Collapsing	– 2	approaches

i)

Subject V1 V2 V3 V4 X

1 1 0 0 0 1
2 0 1 0 0 1

3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0

6 0 0 0 0 0
7 0 0 1 1 1
8 0 0 0 1 1

ii)

Subject V1 V2 V3 V4 X

1 1 0 0 0 1
2 0 1 0 0 1

3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0

6 0 0 0 0 0
7 0 0 1 1 2
8 0 0 0 1 1



Drawback	with	burden	tests

• Assume	all	variants	in	a	set	are	causal	and	associated	with	a	trait	in	
the	same	direction.	The	common	assumption	is	often	that	the	rare	
allele	increases	disease	risk

• If	this	is	untrue,	power	is	lost.	

• Solution:	Tests	that	look	at	the	distribution	of	rare	variants



The	C-alpha	test

• Main	idea: Test	whether	
observed	variants	either	
increase	or	decrease	risk	(or	
have	no	effect).	Risk	variants	
are	expected	to	be	more	
common	in	cases;	
protective	variants	more	
common	in	controls.	

APOB variant	counts	in	
individuals	with	high/low	

triglyceride	levels.

Neale,	PLoS Genetics	2011



C-alpha	test

• If	there	is	no	association,	variants	are	distributed	randomly	between	cases	and	
controls	following	a	binomial	(n,p)	distribution.	For	example,	if	the	case:control
ratio	is	1:1,	a	variant	seen	twice	(doubleton)	would	be	observed	in	cases	y times	
where	y is	either	0,	1	and	2	with	probability	¼,	½	and	¼,	respectively.	

• If	there	is	an	association,	we	typically	will	observe	a	higher	proportion	of	
doubletons	with	y = 2	and/or	y = 0	than	expected.

• C-alpha	can	be	used	to	detect	a	pattern	across	the	full	set	of	rare	variants.	Under	
the	null	hypothesis,	pi = p0. The	alternative	hypothesis	is	that	pi follows	a	mixture	
distribution	across	all variants,	with	some	variants	being	detrimental	(pi>p0),	
some	neutral,	and	some	protective	(pi<p0).

Neale,	PLoS Genetics	2011



Power	comparisons	for	C-alpha,	Madsen-Browning	(MB),	Variable	threshold	(VT),	and	CMC	(binary:	
Li-Leal_p and	count	of	rare	variants:	Li-Leal_c).	As	the	mixing	proportions	between	risk	and	protective	
variants	increase	(moving	from	0,	10,	20,	30,	40	and	50%	chance	of	any	of	the	phenotypically	relevant	
variants	being	protective),	C-alpha	maintains	power,	while	other	tests	lose	power.

Neale,	PLoS Genetics	2011



SKAT:	sequence	kernel	association	test

• In	contrast	to	the	C-alpha	test,	SKAT	is	regression-based	and	thereby	
allows	for	adjustment	of	covariates.	

• Uses	a	variance-component	score	test	in a	mixed-model	framework	to	
assess	regression	coefficients	for	rare	variants.

𝑙𝑜𝑔𝑖𝑡	𝑃 𝑦@ = 1 = 𝛼A +𝜶D𝑿@ + 𝜷D𝑮𝒊
yi:	case-control	status;	α0:	intercept;	α =	[α1,…,	αm]'	is	the	vector	of	regression	coefficients	for	the	m
covariates;	Xi:	fixed	effects	of	covariates;	β =	[β1,…,βp]'	is	the	vector	of	regression	coefficients	for	the	p
observed	gene	variants	in	the	region;	Gi:	(Gi1,	Gi2,	…,	Gip)	genotypes	for	the	p variants	within	the	region	

H0:	β	= 0	or β1= β2 = … = βp =	0
Wu,	AJHG	2011



Combined	tests

• SKAT-O
• Picks	the	best	combination	of	SKAT	and	a	burden	test,	and	then	
corrects	for	the	flexibility	afforded	by	this	choice.	Specifically,	if	the	
SKAT	statistic	is	Q1,	and	the	squared	score	for	a	burden	test	is	Q2,	
SKAT-O	considers	tests	of	the	form	(1-rho)*Q1	+	rho*Q2,	where	
rho	is	between	0	and	1.	

Lee,	AJHG	2012



Lee,	AJHG	2014



Issues	in	rare	variant	analysis	(i)

• Which	variants	to	include?
• All	variants
• Some	pre-selected	(or	empirically	estimated)	threshold
• Predicted	impact	(SIFT,	PolyPhen-2,	CADD)	

• How	to	test	non-exonic regions?
• Rare	variants	are	often	grouped	by	gene	making	variant	grouping	straight-
forward	in	exome	studies.	

• For	whole-genome	analysis,	alternative	approaches	such	as	sliding	window	or	
additional	functional	annotations	(conserved	regions,	regulatory	regions	etc)	
can	be	used



Issues	in	rare	variant	analysis	(ii)

• Which	association	test	to	use
• Performance	of	various	tests	will	depend	on	the	underlying	genetic	
architecture	of	the	trait	of	interest.

• If	we	believe	that	there	are	multiple	variants	with	risk-increasing	effects,	burden	tests	
are	most	powerful

• If	we	believe	that	there	is	a	mixture	of	risk	increasing	and	risk	decreasing	variants	and/or	
most	variants	do	not	have	an	effect,	variance-component	methods	are	most	powerful

• If	no	prior	information	is	available,	multiple	approaches	can	be	used	(e.g.	
both	burden	and	variance	component	methods).	Have	to	consider	multiple	
testing.



Issues	in	rare	variant	analysis	(iii)

• Population	stratification
• Emerging	field	– it	is	not	clear	how	effective	principal	components	(or	linear	
mixed	models)	are	for	population	stratification	adjustment

• Studies	have	suggested	that	it	is	not	more	effective	to	generate	principal	
components	on	rare	variants	compared	to	common	variants

• However,	principal	components	can	be	used	to	identify	controls	that	are	
closely	matched	on	ancestry	to	the	cases



Issues	in	rare	variant	analysis	(iv)

• In	general,	rare	variants	are	more	difficult	to	impute

• We	have	talked	before	about	the	danger	of	genotyping	your	cases	on	
one	array	(or	version	of	array)	and	the	controls	of	another	array.	For	
rare	variants	(e.g.	exome	arrays),	this	might	cause	even	larger	issues!



Issues	in	rare	variant	analysis	(v)

• Replication	is	more	complex	for	rare	variants:

• Since	the	variants	are	by	definition	rare,	they	might	be	unique	to	the	discovery	
population

• For	single	variants,	replication	is	fairly	straightforward:	genotype	the	variant	in	the	
replication	population

• For	gene-based	association	tests:	Sequencing	the	gene	(or	region)	can	identify	
additional	variants

• Choose	whichever	approach	which	allow	you	to	maximize	number	of	samples	in	your	
replication!


